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Introduction

● Adversarial methods are very popular to tackle  for bias free learning
● We propose to use a biased discriminator to improve the accuracy of 

adversarial methods while debiasing the feature representation. 
● We use gradients of the discriminator and propose a masking scheme 

for the features, we term as Gradient Based Activation (GBA).
● Use of GBA provides us a masking rule to drop certain features in order 

to do unbiased training. The effectiveness of this approach is 
demonstrated and validated
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Using the Biased Discriminator

● When the discriminator is correct:
Mask the features used by the discriminator

● When the discriminator is incorrect
Emphasize the features used by the discriminator

● Identify a key drawback of using adversarial methods 
to debias models

● Developed a novel masking scheme to address the 
same

● We gave extensive experimental evaluation to 
validate our findings

● Provide insights to the learning of a classifier
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